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Abstract

Sclera segmentation as an ocular biometric has been of

an interest in a variety of security and medical applica-

tions. The current approaches mostly rely on handcrafted

features which make the generalisation of the learnt hypoth-

esis challenging encountering images taken from various

angles, and in different visible light spectrums. Convolu-

tional Neural Networks (CNNs) are capable of extracting

the corresponding features automatically. Despite the fact

that CNNs showed a remarkable performance in a variety

of image semantic segmentations, the output can be noisy

and less accurate particularly in object boundaries. To ad-

dress this issue, we have used Conditional Random Fields

(CRFs) to regulate the CNN outputs. The results of apply-

ing this technique to sclera segmentation dataset (SSERBC

2017) are comparable with the state of the art solutions.

1. Introduction
Biometrics generally refers to the study of automatic

authentication (verification or recognition) of individuals
based on their measurable biological unique information
such as facial, fingerprint, iris, retinal, signature, and voice
characteristics. Sclera segmentation as a newly emerged oc-
ular biometric has an important role to play in identifica-
tion scheme since the random pattern of the sclera vessels
is highly unlikely to be the same for two individuals [3].

Moreover, segmentation of the sclera region helps to im-
prove iris recognition accuracy under different lighting con-
ditions and eye gazes. Despite the fact that the vessels pat-
tern is steady during our lifetime, there are other sclera char-
acteristics which are more correlated with age and diseases
[12].

The sclera is a white tissue surrounding the iris (Fig. 1).
The main difficulty in sclera segmentation arises from the
inclusion of eyelids and eyelashes in the sclera region and
the noticeable effect of lighting conditions on the appear-
ance of different ocular areas in the image. There are also

Figure 1. Human eye structure

other factors that may affect the segmentation accuracy e.g.
different skin colours, medical conditions, the level of alco-
hol intoxication, age, and so on [3].

2. Related Works
Research devoted to the automatic segmentation of the

sclera from other human ocular regions mostly relies on
modelling different parts of the eye based on their shape
and colour space characteristics.

In [7] the authors proposed to employ a time-adaptive ac-
tive contour method in which iris localisation helps to detect
the two corners of the eye and enhance the sclera boundary
detection accuracy. Similarly, in [15], [16] an active con-
tour based on a time-adaptive self-organising map helps to
reduce the sclera’s inner boundary detection error. In [19]
the input image was down-sampled and mapped from RGB
to HSV colour space. The authors employed iris and eye-
lid detection techniques to enhance iris boundary detection
accuracy prior to up-sampling the final segmented image.

The submitted methods in the Sclera Segmentation
Benchmarking Competition (SSBC 2015) [4] tackled the
problem using different multistage algorithms. The first
participating team down-sampled the image, applied a non-
linear digital filtering to each colour map prior to using
marker-controlled watershed segmentation method.

The second proposed algorithm was based on k-means.
An elliptic model for the sclera and iris regions were em-
ployed to enhance the segmentation accuracy in which the



size of the ellipse was approximated using a polygon fitting
algorithm. The iris pixels were eliminated from the set of
chosen points based on their intensity characteristics.

In order to maintain the high contrast between the sclera
and other ocular areas, the third participating team proposed
to apply a shifting technique to the intensity histogram of
the image. They employed Otsu’s method to nominate the
potential sclera pixels. Then a morphological operation was
used to enhance the segmentation accuracy.

The last participating team in SSBC 2015 competition
used three different types of features including statistical
measures, Zernike moments, and HoG-style descriptors.
These extracted features were employed by a set of sim-
ple classifiers where the corresponding probability outputs
were fed into a neural network classifier for inferring the
right label for the pixel of interest. The technique is reported
to be robust against noise and showing stability encounter-
ing different gaze directions.

Submitted works to the segmentation scheme of the
Sclera Segmentation and Recognition Benchmarking Com-
petition (SSRBC 2016) are published in [5]. The first pro-
posed algorithm was based on a new Robust Spatial Kernel
Fuzzy C-means (RSKFCM) method in which the Gaussian
kernel function was used to estimate the centroid of the clus-
ters.

Similarly, the second team used an unsupervised method
based on the colour space characteristics in which the bigger
is the cluster region the higher is the assigned score to the
corresponding cluster. The Otsu’s binarisation technique
was applied to the clusters with the highest and the next-to-
highest scores. According to [5], the technique succeeded in
filling most of the holes in the sclera cluster (sclera should
not include any holes).

Although the approaches described in this section show
a good performance in sclera segmentation, they highly rely
on hand-crafted features. It necessitates a great deal of ef-
fort alongside a profound knowledge about the particular
field of interest. To address this issue, we propose to employ
Convolutional Neural Network (CNN) based techniques as
CNN’s automatic feature extraction precludes the need for
having engineered features.

3. CRF+CNN for Semantic Segmentation
Convolutional neural networks are known by their

weight-sharing and downsampling characteristics which
bring about CNN’s location and scale invariance [13].
These universal function approximators are based on a hi-
erarchy of convolutional layers, each followed by a down-
sampling function.

At each layer, a set of sliding learnable convolutional fil-
ters projects the extracted patterns onto the feature maps.
The preceding downsampling function (usually max pool-
ing operation) reduces the resolution of the feature maps.

It helps to improve the network’s robustness to noise and
small variations.

The output of each layer is fed into the next layer. Mov-
ing up through this hierarchy, high-level low-resolution ab-
stractions are extracted. At the apex of the pyramid of ab-
stractions, using a classifier, single or multiple concepts can
be inferred.

The trained architecture can be applied to a subset of the
input image (sampling window) to guess the right label for
the pixel of interest (usually the central pixel in the sam-
pling window). In order to segment the entire image, the
sampling window should be shifted across all the pixels.

Despite the fact that CNNs show remarkable perfor-
mance in a variety of image segmentation problems, the
presence of noise is noticeable in the output (Fig. 6).
Moreover, the correct pixel-wise classification rate in object
boundaries is usually less than other regions [9]. Employ-
ing Conditional Random Fields (CRFs) as a post-processing
stage can be a solution to this problem as CNNs are poten-
tially unable to model the interactions between neighbour-
ing output pixels and CRFs can model these dependencies
directly [8].

Since factorising a function over a large set of variables
is practically unattainable, there is always a demand to find
a representation based on the product of local functions act-
ing over smaller subsets. CRFs can factorise the probabil-
ity distribution over a large collection of pixels based on
the product of local functions defined over a set of features.
The performance, consequently, highly relies on the selec-
tion of these features [17] so that the combination of CNN
and CRF can decrease the complexity of the feature engi-
neering process.

Some approaches propose to integrate CNN and CRF in
a single training phase [14, 18] while other methods use
CRF as a post-processing technique [1, 2, 6, 10, 11]. As
per our knowledge, the combination of convolutional neural
networks and conditional random fields has not been used
for sclera semantic segmentation.

4. Dataset

We have used the segmentation dataset of the Sclera and
Eye Recognition Benchmarking Competition (SSERBC
2017) in our experiments. The dataset includes ocular im-
ages of 30 participants taken with different eye gazes (look-
ing straight, up, down, left, and right). To meet our tech-
nical requirements, we have randomly chosen one image
for each participants. All the 30 images are converted to
greyscale and resized to 700 ⇥ 1000 pixels using quadratic
interpolation. Fig. 2 shows a sample human eye and the
corresponding labelled image from the dataset.



(a) (b)

Figure 2. A grayscale resized SSERBC sample: (a) sample human
eye ; (b) the corresponding labelled image in which sclera is shown
in white against black background.

5. Method
We apply a CRF-based post-processing approach to our

convolutional neural networks architecture in which the out-
put of the trained CNN can be used as one of the features
in the conditional random fields design. Other CRF fea-
tures are either based on the input information or rely on
the interactions between the neighbouring output pixels or
are affected by both factors.

5.1. Convolutional Neural Network Design
Our CNN consists of three main units each having a con-

volutional layer followed by a MaxPooling layer (Fig. 3).
Eight 3 ⇥ 3 convolutional filters are used at the first unit.
The MaxPooling layer reduces the dimensions of the pro-
duced feature map by a factor of two. As the input frame
is a 32 ⇥ 32 greyscale image, the output of the first unit is
an 8⇥ 16⇥ 16 tensor (tensor refers to a matrix-like type of
variable being used in the context of deep learning).

At the second unit, 64 3⇥ 3 convolutional filters are em-
ployed to map the extracted patterns onto a 64 ⇥ 16 ⇥ 16
feature map (feature map is a tensor produced by applying
convolutional filters to another tensor). Similarly to the first
layer, a MaxPooling layer down samples the feature map
and produces a 64 ⇥ 8 ⇥ 8 tensor. The tensor is fed into
the last unit including 256 3 ⇥ 3 convolutional filters and a
MaxPooling layer generates an 256⇥ 4⇥ 4 output tensor.

A fully connected architecture (FC) is employed to infer
the right label from the output tensor for the pixel of inter-
est. The FC consists of 4096 and 256 nodes in the first and
second layers, respectively. The last layer has only one node
associated with the hypothesised class. The hyperbolic tan-
gent is used as non-linear activation function at all layers.

5.2. Convolutional Neural Networks Training
We performed 30 trials, in each one image is excluded

and the rest of the dataset is used for training. There are
78000 samples in each training set randomly cropped from
the ocular images using a 32⇥ 32 window size. The corre-
sponding label is the class associated with the pixel at co-
ordinate (16, 16). The label is either 1 or -1 representing

sclera or background, respectively. At runtime, a 32 ⇥ 32
window is shifted across the image with the step size of one
pixel. Therefore, to segment the entire image, 646624 clas-
sification tasks are to be performed.

We have used automatic Stochastic Gradient Descent
(SGD) algorithm to optimise the training performance. We
employ a fixed number of training epochs to avoid overfit-
ting. This was determined by observation and is the same
for all trials. We have chosen 5 epochs for all the training
trials.

5.3. Conditional Random Fields: Feature Design

The energy function of our CRF is based on four differ-
ent types of features including the label-observation, input-
observation, edge-observation, and CNN-dependent (model
combination) features.

5.3.1 Label-Observation Features

The probability of occurrence for each class at the pixel of
interest can be obtained simply by counting the number of
pixels associated with the particular class against the total
number of pixels in the ground truth images. We repre-
sent the likelihood of occurrence for class L

k

at pixel x
i

as
P(L

xi = L
k

) where k is the class index. The correspond-
ing CRF feature is

#

c

(x
i

) =
nX

k=1

1{L
xi = L

k

} P(L
xi = L

k

) (1)

where L
xi is the pixel’s assigned label, n is the total number

of classes and

1{True} = 1 , 1{False} = 0 (2)

Table 1 shows P(L
xi = L

k

) for the two classes in the sclera
segmentation dataset.

L
xi = L

k

: k 2 {1, 2} P
Sclera 0.238
Background 0.762

Table 1. The distribution of classes in sclera segmentation dataset

Similarly, as the interactions between first order neigh-
bouring output pixels should be taken into the considera-
tion, we have defined P(L

xi = L
k

| L
xj = L

m

) as the
probability of having pixel x

i

with label L
k

at the centre
conditioned to having pixel x

j

with label L
m

(k and m are
the arbitrary class indices) in the neighbourhood (Table 2).
The associated CRF feature is



Figure 3. CNN architecture

L
xi = L

k

| L
xj = L

m

: k,m 2 {1, 2} P
L
xi = Sclera | L

xj = Sclera 0.999
L
xi = Background | L

xj = Sclera 0.001
L
xi = Sclera | L

xj = Background 0.006
L
xi = Background | L

xj = Background 0.994

Table 2. The probability of having pixel x
i

with label L
k

at the
centre conditioned to having pixel x

j

with label L
m

in the neigh-
bourhood.
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5.3.2 Input-Dependent Features

As the intensity value has an important role to play in sclera
segmentation, we model the likelihood of assigning each la-
bel to x

i

conditioned to the pixel’s intensity value as below:
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xi) (4)

where I
xi is the intensity value associated with the pixel

x

i

. Fig. 4 shows the P(L
xi = L

k

| I
xi) values for the two

different classes.

(a) (b)

Figure 4. The likelihood of assigning L
k

to x

i

conditioned to the
pixel’s intensity value: (a) P(L

xi = Sclera | I
xi) ; (b) P(L

xi =
Background | I

xi)

5.3.3 Edge-Observation Features

This feature encourages the algorithm to select different la-
bels at the edge points. The higher is the difference between
two neighbouring pixel’s intensity values, the more likely
are the corresponding assigned labels to be different (Eq.
4).
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5.3.4 Features as Model Combination

CNNs show a remarkable performance in segmentation
tasks by modelling the interactions between all the input
pixels in the sampling frame and the corresponding as-
signed label. CNN’s confusion matrix includes the likeli-
hood of correct classification for a pixel of interest. Eq. 6
defines �

cnn

as the likelihood of choosing each label for x
i

conditioned to the CNN’s output at the pixel of interest. The
corresponding values can be calculated based on the CNN’s
confusion matrix (Table 3).

�
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where L
x

cnn
i

is the CNN’s output at x
i

.

P(L
xi = L

m

| L
x

cnn
i
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k

) : k,m 2 {1, 2} P
L
xi = Sclera | L

x

cnn
i

= Sclera 0.513
L
xi = Background | L

x

cnn
i

= Sclera 0.487
L
xi = Sclera | L

x

cnn
i

= Background 0.122
L
xi = Background | L

x

cnn
i

= Background 0.878

Table 3. The likelihood of choosing L
m

for x
i

conditioned to the
CNN’s output at the pixel of interest.



5.4. Simulated Annealing
To optimise CRF’s performance, we adopt Simulated

Annealing (SA) algorithm as it can find inexpensive solu-
tions in large state space. Rather than starting the search
with a randomised state, we have used the CNN outputs as
the initial state. We generate random labels for the pixels
and the algorithm always accepts the label which decreases
the energy (cost function). SA accepts the bad moves re-
spectively to a temperature-based probability distribution
called Boltzmann distribution. The energy function can be
defined as

E

⇠i = #

c

(x
i

) +
X

j
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) +  

in
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where ⇠
i

is the state of the pixel at x
i

. The corresponding
Boltzmann distribution is

P(⇠
i

) =
e

(�E⇠i
/T )

Z(T )
(8)

where T represents the temperature-based probability dis-
tribution and Z(T ) is a normalisation constant calculated
as

Z(T ) =
X

⇠

0
i

e

(�E⇠0i
/T ) (9)

————- Our Simulated Annealing Algorithm ————-
L
xi  L

x

cnn
i

E

old

 E

⇠i

T  T

init

Iteration 0
while Iteration < 100000 do

T  T (Iteration)
Lnew

x

 L
k

2 {set of all labels}
E

new

 E

new

⇠

if P(E
new

� E

old

) > Random() then
L
xi  Lnew

x

E

old

 E

new

end if
Iteration Iteration+ 1

end while
———————————————————————–

In practice, cooling schedule plays an important role in
the convergence of SA algorithm, so that the commonly
used multistep logarithmic temperature decrease is em-
ployed (Fig. 5). We initialise the temperature where 50% of
bad moves are accepted. Our SA includes 100000 iterations
and in the quenching step (T min), the algorithm does not
accept any bad moves.

Figure 5. Multistep logarithmic temperature decrease: vertical axis
represents the temperature values while the horizontal axis corre-
sponds to the number of iterations.

5.5. Experimental Setup
For all the experiments we have used Torch7 library

(www.torch.ch) and an iMac machine with a 3.2 GHz Core
i5 quad-core processor. The CNN training time for each
trial was roughly 35 minutes and the segmentation of the
entire image using trained CNN module took more than 57
minutes. Our CRF algorithm required nearly 82 minutes to
perform 100000 iterations over the CNN output.

6. Results & Discussion
We compared our results with the the first and sec-

ond ranked solutions presented in sclera segmentation and
recognition benchmarking competition (SSRBC 2016). As
it can be seen in Table 4, the combination of CRF and CNN
outperforms the state of the art solutions in pixel-wise cor-
rect classification rate.

Method Accuracy
SSRBC: team 1 82.2%
SSRBC: team 2 80.5%
CNN 81.1%
CRF+CNN 83.2%

Table 4. Comparison of the pixel-wise correct classification rates

Table 5 demonstrates the precision and recall for CNN
and the combination technique. The associated standard
deviations across the trials are 2.4% and 3.2% for the two
methods, respectively. We have applied the standard t-test
to the proposed solutions to evaluate the significance of the
improvement in accuracy and the corresponding p value is
0.0059 (< 0.05).

Method Precision Recall
CNN 51.3% 48.7%
CRF+CNN 54.7% 74.3%

Table 5. Precision and recall for CNN and CRF+CNN techniques



Input CNN 10000 iterations

30000 iterations 50000 iterations 70000 iterations

90000 iterations CRF Reference

Figure 6. An example of good segmentation

Input CRF Reference

Figure 7. An example of bad segmentation

7. Conclusion
Although CNN’s correct classification rate is compara-

ble to the state of the art solutions, the segmentation is no-
ticeably noisy at some pixels. CRF can optimise CNN’s
performance by homogenising the regions and enhancing
the accuracy at many pixels including object boundaries. In
addition, the incorporation technique produces qualitatively
more plausible results than convolutional neural networks.

While CNN archives 81.1% correct classification rate,
incorporation of CNN and CRF outperformed the state of
the art solutions by labelling 83.2% of the pixels correctly.
The statistical t-test shows enhancement in pixel-wise accu-
racy using the incorporation of CNN and CRF techniques
versus CNN.

Despite the improvement in accuracy, the noticeable
computation time can be considered as a drawback of using
this approach since it makes real-time image segmentation
unattainable.
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